import tensorflow as tf

from tensorflow.keras.preprocessing.text import Tokenizer
from tensorflow.keras.preprocessing.sequence import pad sequences

import numpy as np
import pandas as pd

dataset = pd.read csv('Sarcasm Headlines Dataset.csv')

sentences = dataset['headline'].tolist()
labels = dataset['is sarcastic'].tolist()

# Separate out the sentences and labels into training and test sets
training size = int(len(sentences) * 0.8)

training sentences = sentences[0:training size]
testing sentences = sentences[training size:]

training labels = labels[0:training size]
testing labels = labels[training size:]

# Make labels into numpy arrays for use with the network later
training labels final = np.array(training labels)
testing labels final = np.array(testing labels)

vocab_size = 10000
embedding dim = 16
max_length = 32
trunc_type='post'
padding type='post'
oov_tok = "<00V>"

from tensorflow.keras.preprocessing.text import Tokenizer
from tensorflow.keras.preprocessing.sequence import pad sequences

tokenizer = Tokenizer(num words = vocab size, oov token=oov tok)

tokenizer.fit on_texts(training_sentences)

word index = tokenizer.word index

sequences = tokenizer.texts to sequences(training sentences)

padded = pad sequences(sequences,maxlen=max_length, padding=padding type,
truncating=trunc type)

testing sequences = tokenizer.texts to sequences(testing sentences)
testing padded = pad sequences(testing sequences,maxlen=max_length,
padding=padding type, truncating=trunc type)

padded

array([[ 320, 1, 681, ..., 0, 0, 0],
[ 4, 7191, 2989, ..., 0, 0, o],
[ 156, 924, 2, ..., 0, 0, 0],
[1020, 3614, 5, ..., 0, 0, 0],
[3702, 1, 12, ..., o, o, o1,
[1247, 1017, 1087, ..., 0, 0, 011)

model = tf.keras.Sequential([
tf.keras.layers.Embedding(vocab size, embedding dim, input length=max length),
tf.keras.layers.Flatten(),
tf.keras.layers.Dense(24, activation='relu'),
tf.keras.layers.Dense(1l, activation='sigmoid')
1)
model.compile(loss='binary crossentropy',optimizer='adam',metrics=["'accuracy'])
model.summary ()

Model: "sequential"

Layer (type) Output Shape Param #
embedding (Embedding) (None, 32, 16) 160000
flatten (Flatten) (None, 512) 0

dense (Dense) (None, 24) 12312
dense 1 (Dense) (None, 1) 25

Total params: 172337 (673.19 KB)
Trainable params: 172337 (673.19 KB)
Non-trainable params: 0 (0.00 Byte)

num_epochs = 100



history=model.fit(padded, training labels final, epochs=num epochs, validation data=(testing padded, testing la
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e = model.layers[0]

weights = e.get weights()[0]

print(weights.shape)
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'Thus far have only visited twice and the food was absolutely delicious each time',
'Just as good as when I had it more than a year ago',
'For a self proclaimed coffee cafe I was wildly disappointed',

'The Veggitarian platter is out of this world',

'Life’s good, you should get one',

'Cancel my subscription because I don’t need your issues',

'T clapped because it’s finished, not because I like it',
'If had a dollar for every smart thing you say. I'll be poor']

print(fake reviews)

# Create the sequences
padding type='post'

sample_sequences

classes = model.predict(fakes padded)

# The closer the class is to 1,
for x in range(len(fake reviews)):
print(fake reviews[x])

print(classes[x])

print('\n')

tokenizer.texts to sequences(fake reviews)
fakes padded = pad sequences(sample sequences, padding=padding type, maxlen=max_length)

the more positive the review is deemed to be
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['The service was not up to par either', 'Thus far have only visited twice and the food was absolutely deliciou

s each time', 'Just as good as when I had it more than a year ago', 'For a self proclaimed coffee cafe I was wi
ldly disappointed', 'The Veggitarian platter is out of this world', 'Life’s good, you should get one', 'Cancel

my subscription because I don’t need your issues', 'I clapped because it’s finished, not because I like it', 'I
f had a dollar for every smart thing you say. I'll be poor']

1/1 [ ] - 1s 623ms/step

The service was not up to par either
[4.852899e-08]

Thus far have only visited twice and the food was absolutely delicious each time
[0.00140244]

Just as good as when I had it more than a year ago
[8.1498386e-14]

For a self proclaimed coffee cafe I was wildly disappointed
[1.5213802e-05]

The Veggitarian platter is out of this world
[8.411127e-21]

Life’s good, you should get one
[0.99996555]

Cancel my subscription because I don’t need your issues
[4.093752e-15]

I clapped because it’s finished, not because I like it
[0.9932086]

If had a dollar for every smart thing you say. I'll be poor
[0.9608609]
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