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Q. 1. Describe the technical measures and safeguards that organizations can 

implement to ensure compliance with the GDPR's data protection principles, 

including data minimization, encryption, and pseudonymization. Provide real-

world examples of how these measures can be applied. 

Ans:  

Technical measures are measures that can be implemented physically, such 

as alarm systems, firewalls and pseudonymisation of personal data. 

Organisational measures, on the other hand, are implemented through 

instructions and procedures, such as visitor registration, staff training or the 

dual control principle. 

To quickly summarize, GDPR is a regulation on data protection which applies 
to data subjects within the European Union (EU). Born out of a goal to protect 

consumer data privacy, GDPR requirements are designed to give control to 
EU data subjects in regards to how their data is processed, stored, or 
transmitted. Because companies all over the world serve EU residents, the 

ripple effect of GDPR reaches to all corners of the globe. With the rollout of 
GDPR, its security controls set the global standard for data privacy. This 

legislation is applicable to organizations outside of the EU, including those 
that are based in the U.S. 

If you’re wondering what GDPR data protection actually covers and what it 
means for your organization, you’re not alone. While a great deal more 

information is available today than in 2018, many questions remain for a wide 
variety of businesses.  

Let’s explore some key GDPR security controls that need to be in place to 

ensure your organization is fully compliant with GDPR requirements: 

1. Identity and Access Management (IDAM) 

Having the proper IDAM controls in place will help limit access to personal 
data for authorized employees. The two key principles in IDAM, separation of 
duties and least privilege, help ensure that employees have access only to 

information or systems applicable to their job function. 

https://www.cybergrx.com/home/security-professionals


What does this mean in terms of GDPR? Only those who need access to 
personal information to perform their job have access. In this situation, 

privacy training should be available to those individuals to ensure that the 
intended purpose for the collection of personal data is maintained. 

2. Data Loss Prevention (DLP) 

With regards to GDPR security controls, DLP helps prevent the loss of 

personal data. According to GDPR, organizations, whether they are the 
controller or processor of personal information, are held liable for the loss of 
any personal data they collect.  

Technical safeguards, such as a DLP tool, are critical in preventing a breach 

and becoming the next headline. Incorporating DLP controls adds a layer of 
protection by restricting the transmission of personal data outside the 

network. DLP systems work behind the senses to ensure that your security 
policy is free of violations and notifies your data protection team of any threats 
or risks. 

3. Encryption & Pseudonymization 

Pseudonymization is a difficult word to spell and an even more difficult one to 

pronounce. It’s defined as “the processing of personal data in such a way that 
the data can no longer be attributed to a specific data subject without the use 

of additional information.” (GDPREU.org) This fancy, hard-to-say word may 
include field–level encryption in databases, encryption of entire data stores at 
rest, as well as encryption for data in use and in transit. It typically removes 

any personally identifiable information from data so that even if a breach 
occurred, loss of personal data is minimized. 

Pseudonymization is something the GDPR “advises” but doesn’t require. 

However, if an incident leading to a security breach occurs, investigators will 
consider if the organization responsible for the breach has implemented these 
types of GDPR technical controls and technologies. Failing to do so may result 

in an “at-fault” finding. 

4. Incident Response Plan (IRP): 

A mature IRP should address phases such as preparation, identification, 
containment, eradication, recovery and lessons learned. But what if an 

incident occurs and personal data may have been breached? 

Organizations can think of their IRP as a critical component of their crisis 
response or crisis management plans. It should lay out a step-by-step process 
for reporting and mitigating data breaches. 

Unsurprisingly, GDPR security controls define specific technical requirements 

for your organization’s IRP. Breach notification requirements are among the 
most notable in the legislation.  

https://www.gdpreu.org/


Specifically, GDPR security controls state, “In the event of a potential data 
breach that involves personal information, an organization must notify the 

Data Protection Authority without undue delay, within 72 hours if feasible, 
after becoming aware of the breach; and Communicate high-risk breaches to 

affected data subjects without undue delay” (GDPREU.org). 

Related: The Top Third-Party Data Breaches of 2018 

5. Third-Party Risk Management 

If an organization entrusts the processing of personal data to a processor or 
sub-processor, and a breach occurs, who is liable? 

Quick answer: Liability for all! 

Processors are bound by their controller’s instructions. However, GDPR data 

compliance also obligates processors to have an active role in the protection 
of personal data. Regardless of instructions from the controller, the processor 
of personal data must follow GDPR requirements and can be liable for any 

incidents associated with loss or unauthorized access to personal data. Sub-
processors also will need to comply with the GDPR based on each contractual 
relationship established between a processor and sub-processor. 

As you can see, GDPR cybersecurity compliance is just as important for third-
party relationships as it is internally for an organization as long as those third 
parties process, store, or transmit personal data of EU data subjects. 

As a result, you must vet your third-party vendors carefully and monitor their 

policies and activities to ensure they continue to remain compliant with GDPR 
security controls as well as your internal security protocol. 

6. Secure Access Service Edge (SASE) 

SASE is an emerging protection model that differs from legacy models in that 

it recognizes the challenges presented by remote work and operations. While 
many organizations were headed toward a SASE model before the pandemic, 
when the world experienced a rapid transition to remote work, traditional 

protection models became less relevant. 

In the past, organizations prioritized identifying and preventing external 
threats. However, the sudden shift to remote access meant that using a 

company’s firewalls to narrow points of entry was no longer a reasonable 
option. SASE differs from traditional models in that it uses cloud services to 
deploy security protocols to remote locations.  

While not a specific GDPR requirement, in today’s digital world, implementing 

this protocol is an excellent strategy for remaining compliant. 

7. Policy Management 

https://www.gdpreu.org/
https://www.cybergrx.com/resources/top-11-third-party-breaches-of-2018-so-far-data-breach-report
https://www.cybergrx.com/platform/predictive-risk-profiles


While this is the last concept we’re covering with regard to GDPR compliance 
recommendations and requirements, it’s my personal favorite. 

Policy is the teeth, the hammer, and an “accountability partner” for the 

previously discussed data security controls. 

To be effective, policy must receive enterprise-wide buy-in in order to manage 
and update data security controls in an always–changing cybersecurity 

environment. For best practices, organizational policy acknowledgment and 
training ensure policies are properly communicated and understood. 

Put it all together and, if managed and followed accordingly, policy 
management is a foundation for compliance toward GDPR readiness. 

A pseudonym, often referred to as an alias or pen name, is a fictitious name 

used instead of a person’s real name for various purposes. In the context of 
pseudonymization, a pseudonym serves as a stand-in for the identifiable data 

of an individual. 

This pseudonym is generated so that it cannot be associated with a specific 
individual without the use of additional information. While pseudonyms help 
mask individuals’ identities, they do not provide complete anonymity. If the 

additional data, often called “the master key,” is accessed, the pseudonym 
can be traced back to the original individual, thereby revealing their identity. 

Using pseudonyms allows organizations to safeguard user privacy while 

maintaining their data’s functional usability. For example, in a dataset, a 
user’s name could be replaced with a pseudonym, preventing direct 
identification while still allowing the data to be used meaningfully. 

 

 

 

Q. 2. Explain the concept of Privacy by Design and Default as mandated by 

GDPR. How can software and system architects incorporate these principles 

into the development of IT systems to facilitate data privacy and compliance 

from the outset? 

 

Ans: 

Privacy by Design means that privacy is already integrated into 

technology, IT systems, services, and products to ensure data 

protection. Basically, the entire engineering process is conducted with 

privacy in mind, while safeguarding personal data becomes as important as 

any other functionality. 

https://www.cybergrx.com/resources/cybergrx-gdpr-datasheet


The term “Privacy by Design” means nothing more than “data protection 

through technology design.” Behind this is the thought that data protection 

in data processing procedures is best adhered to when it is already integrated 

in the technology when created. 

“Privacy by Design” and “Privacy by Default” have been frequently-discussed 

topics related to data protection. The first thoughts of “Privacy by Design” 
were expressed in the 1970s and were incorporated in the 1990s into the RL 

95/46/EC data protection directive. According to recital 46 in this Directive, 
technical and organisational measures (TOM) must be taken already at the 
time of planning a processing system to protect data safety. 

The term “Privacy by Design” means nothing more than “data protection 

through technology design.” Behind this is the thought that data protection 
in data processing procedures is best adhered to when it is already integrated 
in the technology when created. Nevertheless, there is still uncertainty about 

what “Privacy by Design” means, and how one can implement it. This is due, 
on the one hand, to incomplete implementation of the Directive in some 

Member States and, on the other hand, that the principle “Privacy by Design” 
which is in the General Data Protection Regulation, that the current approach 
in the data protection guidelines, which requires persons responsible already 

to include definitions of the means for processing TOMs at the time that they 
are defined in order to fulfil the basics and requirements of “Privacy by 

Design”. Legislation leaves completely open which exact protective measures 
are to be taken. As an example, one only need name pseudonymisation. No 
more detail is given in recital 78 of the regulation. At least in other parts of 

the law, encryption is named, as well as anonymisation of data as possible 
protective measures. Furthermore, user authentication and technical 
implementation of the right to object must be considered. In addition, when 

selecting precautions, one can use other standards, such as ISO standards. 
When selecting in individual cases, one must ensure that the state of the art 

as well as reasonable implementation costs are included. 

In addition to the named criteria, the type, scope, circumstances and purpose 
of the processing must be considered. This must be contrasted with the 
various probability of occurrence and the severity of the risks connected to 

the processing. The text of the law leads one to conclude that often several 
protective measures must be used with one another to satisfy statutory 

requirements. In practice, this consideration is already performed in an early 
development phase when setting technology decisions. Recognised 
certification can serve as an indicator to authorities that the persons 

responsible have complied with the statutory requirements of “Privacy by 
Design”. 

The privacy-by-design approach enables organizations to proactively 

manage and avoid privacy risks. To this end, the privacy-by-design 

framework requires an organization to contemplate data privacy issues at the 



design stage of any system, service, product or process, and then throughout 

the lifecycle. 

1. Proactive not reactive; preventative not remedial 

Organizations should take a proactive rather than reactive approach. Instead 
of responding to privacy violations and data breaches, businesses should 

actively implement procedures, monitor risks and integrate secure practices 
to identify and mitigate privacy risks before they happen. 

2. Privacy as the default setting 

Companies can design their system with privacy-by-default features such as 

data minimization and data encryption so that minimal effort is required to 
uphold privacy and there is little scope for possible misuse of the data.  Your 
consumers shouldn’t have to worry about their privacy settings and data 

when they use your products or services.  

3. Privacy embedded into design 

Privacy should be a part of the discussion from the initial stages of a product’s 
development and design i.e. businesses should take a privacy-first approach. 

By incorporating privacy at the get-go, you can ensure that the product is 
built for compliance and can eliminate the need for adding privacy features 
and functions to existing systems.  

4. Full functionality – positive-sum, not zero-sum 

Privacy is a positive-sum goal, not a zero-sum goal. Companies should avoid 
the false idea of trade-offs between privacy and other functionalities and 
showcase that it is possible to have both. There should be no compromises 

made with respect to privacy for providing services. For instance, limiting 
access to certain features by forcing users to provide their data is an unethical 
practice. 

5. End-to-end security – lifecycle protection 

Privacy by Design prioritises the security of user data throughout its lifecycle, 
from data collecting to sharing it with third parties and its deletion. Strong 
security measures are essential to privacy, from start to finish. 

6. Visibility and transparency 

All stakeholders including users need to be assured that the systems and 

technologies used are privacy-friendly. Businesses need to implement 
transparency by documenting and communicating actions clearly, and 

consistently through privacy policies. Companies should provide access to 
users’ data and any request for information through user-friendly platforms. 



7. Respect for user privacy 

This principle sums up the core idea of all the other principles. Privacy by 
Design requires businesses to keep the interests of their users by 

implementing strong privacy-by-default safeguards, user-friendly options and 
empowering users with transparency.  

 

 

 

 

Q. 3. Discuss the role of cryptographic techniques in ensuring data security 

and compliance with data protection regulations like GDPR and CCPA. 

Elaborate on the advantages and challenges of using encryption and hashing 

in data handling. 

 

Ans: 

 Encrypting data ensures messages can only be read by recipients 

with the appropriate decryption key. This is crucial, especially in the event 

of a data breach, because even if an attacker manages to gain access to the 

data, they will not be able to read it without the decryption key. 

Cryptographic techniques are used to ensure secrecy and integrity of data 

in the presence of an adversary. Based on the security needs and the threats 

involved, various cryptographic methods such as symmetric key cryptography 

or public key cryptography can be used during transportation and storage of 

the data. 

ndividuals and organizations use cryptography on a daily basis to protect 

their privacy and keep their conversations and data confidential. 

Cryptography ensures confidentiality by encrypting sent messages using an 

algorithm with a key only known to the sender and recipient. 

Best Encryption Algorithms 

• AES. The Advanced Encryption Standard (AES) is the trusted standard 
algorithm used by the United States government, as well as other 
organizations. ...  

• Triple DES. ...  
• RSA. ...  
• Blowfish. ...  

• Twofish. ...  
• Rivest-Shamir-Adleman (RSA). 



Encryption – Process of converting information into an unintelligible form 

except to holders of a specific cryptographic key. Key Custodian – The role 

responsible for performing key management duties, such as creating and 

distributing encryption keys. 

With sensitive data residing everywhere and the breach epidemic growing, the 

need for advanced data security solutions has become even more critical. 
Compliance with regulations such as the EU General Data Protection 

Regulation (GDPR), Payment Card Industry Data Security Standard (PCI 
DSS), US State of California Consumer Privacy Act (CCPA), and the US Health 
Insurance Portability and Accountability Act (HIPAA) is driving the need for 

de-identification of sensitive data. It is important to discuss the similarities 
and differences between popular data protection techniques that can help in 
compliance with GDPR, CCPA and practical use in hybrid computing 

environments. 

Some major aspects of the newer impactful rules in GDPR and CCPA are 
reviewed herein. CCPA is not simply a US version of GDPR. CCPA is more 

prescriptive than GDPR, including the scope of application, nature, extent of 
collection limitations and rules concerning accountability. CCPA also 
introduces a broad definition of what constitutes personal information. 

New privacy regulations are emerging worldwide, from the US state of 

California to Brazil to India. Standards for data protection are also becoming 
more stringent according to Forrester’s Global Map of Privacy Rights and 
Regulations, 20191 (figure 1). In 2018 alone, the European Union began 
enforcing GDPR, California adopted the CCPA, and Brazil passed a 

comprehensive data protection regulation similar to GDPR. Other US states 
are following the example set by California. The New York Privacy Act was 
introduced in 2019. Other countries are moving ahead with privacy initiatives 

as well. India is in the process of passing “a comprehensive data protection 
bill that would include GDPR-like requirements.”2 Japan is ready to 
implement changes to domestic legislation to strengthen privacy protection in 

the country.3 Finland has implemented a very strict regulation that prevents 
organizations from using personally identifiable information (PII) of children 

under the age of 13 and gives regulators more powers to penalize enterprises 
for noncompliance.4 

https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#1
https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#2
https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#3
https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#4


 

 

CCPA Redefines What Is Personal Data 

The CCPA definition “creates the potential for extremely broad legal 
interpretation around what constitutes personal information, holding that 
personal information is any data that could be linked with a California 

individual or even a household.”14 CCPA states that “personal information” 
means information that identifies, relates to, describes, is capable of being 

associated with, or could reasonably be linked, directly or indirectly, with a 
particular consumer or household. This goes well beyond data that are 
obviously associated with an identity such as name, date of birth or social 

https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#14


security number, which are traditionally regarded as PII. It is, ultimately, this 
indirect information such as product preference or geolocation data that is 

material, because it is much more difficult to identify it and connect it with a 
person than well-structured PII. 

CCPA allows any California consumer to demand to see all the information an 

enterprise has saved on them as well as a full list of all the third parties with 
whom those data are shared. In addition, the CCPA allows consumers to sue 
enterprises if the privacy guidelines are violated, even if there is no breach.15 

All enterprises that serve California residents and have at least US$25 million 

in annual revenue must comply with CCPA. In addition, enterprises of any 
size that “have personal data on at least 50,000 people or that collect more 

than half of their revenues from the sale of personal data,” also fall under the 
law.16 Enterprises do not have to be based in California or have a physical 
presence there to be subject to the CCPA. They do not even have to be based 

in the United States. 

CCPA puts stricter guidelines on the collection and processing of personal 
information than the United States has seen previously.17 Under the CCPA, 

California residents will be able to: 

• Know what personal information is being collected about them 
• Access that information 
• Know if their personal information is disclosed and to whom 

• Know if their personal information is sold and have the right to opt out 
of the sale 

• Receive equal service and price whether they exercise their privacy 

rights 

 

 

Q. 4. Explore the technical challenges associated with cross-border data 

transfers under GDPR. How can organizations implement adequate 

safeguards, such as Standard Contractual Clauses (SCCs) or Binding 

Corporate Rules (BCRs), to facilitate international data flows while ensuring 

compliance? 

Ans: 

However, in the absence of an adequacy decision, data transfers must be 

made with appropriate safeguards. The GDPR outlines several mechanisms 

organizations can use to ensure proper safeguards, including standard data 

protection clauses, binding corporate rules, and approved codes of 

conduct. 

As the global economy becomes more digital with the rise of e-commerce, 
cloud computing, digital health, etc., the boundaries that once contained the 

https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#15
https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#16
https://www.isaca.org/resources/isaca-journal/issues/2020/volume-3/practical-data-security-and-privacy-for-gdpr-and-ccpa#17


flow of data are dissolving. In this borderless digital landscape, the need for 
robust frameworks governing cross-border data transfers is increasingly 

important as data privacy, security, and regulatory compliance are at risk. 
Organizations need to transfer personal information across borders for 

efficiency and scalability to support their internal business models and 
provide services to customers across different geographies. Additionally, out 
of necessity, organizations must provide transparency of their data transfer 

mechanism to clients, stakeholders, and regulators.  

 

Currently, businesses are facing many challenges when it comes to initiating 
cross-border data transfers. Based on a recent Baringa poll, we found that 
the greatest friction in the data transfer process is from data impact 
assessments and constantly shifting regulatory requirements.  

Cross-border data transfers are subject to legal bases and regulatory 

requirements that must be addressed to enable the free transfer of data. This 
applies to internal transfers within an organization that spans across borders, 

as well as to external transfers to other organizations across borders. For 
example, in many jurisdictions, like the EU and UK, regulations mandate 
that, at a minimum, to transfer data safely and legally from one country to 

another, the receiving country needs to have an equivalent level of privacy 
control over personal information as the transferring country. Only then can 
they receive an adequacy decision, granted by a data privacy regulatory or 

government authority such as the European Commission for the EU, and 
freely transfer data across borders.  

Organizations have several options available to facilitate compliant cross-

border data transfers, with adequacy decisions being just one among them. 
The selection of the appropriate mechanism will depend on the destination 
country for the data transfer and the specific frameworks used by your 

organization.  

 

Existing Mechanisms for Cross-Border Data Transfers:  



As of today, there is no global framework for the certification of adequate data 
protection to transfer data across borders. However, several countries and 

regional blocs have established rules and regulations to govern cross-border 
data transfers.  

Here are five mechanisms currently in use for cross-border data transfers:  

1. Adequacy decisions: Some data protection laws allow data to be 

transferred to jurisdictions recognized by a public authority as providing an 
adequate level of data protection compared to the domestic laws. As per the 
EU’s General Data Protection Regulation (GDPR), adequacy decisions are 

granted by the European Commission. According to research by the IAPP, 74 
jurisdictions allow a public authority, such as the data privacy regulator or a 

government authority, to make adequacy decisions for the transfer of data. It 
is important to note, however, that adequacy decisions are not guaranteed to 
remain in effect indefinitely and may be re-evaluated based on evolving 

circumstances or changes in data protection regulations.  

 

Source: [1]  

2. Contractual arrangements: Contractual arrangements or data transfer 
agreements are used to permit the transfer of data outside an organization’s 
jurisdiction. The contracts ensure that appropriate compliance safeguards, 

such as data handling and storing requirements, are strictly followed. In 
practice, businesses most commonly use formulations for contract provisions 

known as Standard Contractual Clauses (SCCs). These are standardized 
contractual terms, pre-approved by the European Commission for compliance 
with the GDPR, which can be incorporated into contracts between data 

exporters and data importers for international data transfers.  

https://iapp.org/resources/article/infographic-global-adequacy-capabilities/


Based on analysis by IAPP, 71 countries currently have draft, template, or 
standard contractual clauses in place.  

 

Source: [2]  

3. Intra-firm transfers (BCRs): Binding Corporate Rules (BCRs) are a set of 
internal policies and agreements that regulate data compliance and allow for 
cross-border data transfers within an organization. BCRs are recognized by 

the following jurisdictions: EU, UK, Brazil, Singapore, and South Africa. Many 
organizations adopt the EU BCRs as a means of structuring their worldwide 

data privacy compliance efforts. However, implementing BCRs can be complex 
and time-consuming as they require approval from relevant data protection 
authorities.  

4. Certification mechanisms: Several jurisdictions accept certifications by 

approved data authorities for cross-border data transfer. To become certified, 
the business must obtain approval from a third-party Accountability Agent 

(AA). The AAs can be either a public body or a private entity. The only 
certification-based transfer mechanism currently used today is the APEC 
Cross-Border Privacy Rules (CBPR) System. This certification demonstrates 

compliance and is recognized in eight countries: Australia, Canada, China, 
Japan, South Korea, Mexico, Singapore, and the US. Currently, there is no 
organization authorized to provide certification for CBPR in the EU. However, 

it is anticipated that the EU will soon develop an accreditation process for 
organizations to become authorized certification bodies for these systems.  

5. User consent: Although difficult to scale, obtaining user’s consent has 

historically served as the prevailing approach for cross-border data transfers 
due to the absence of more suitable alternatives. This holds particularly true 
for companies operating within a convoluted legal environment, where 

consent stands as the sole fundamental component amidst diverse data 
transfer frameworks. The user consent must be informed, specific, 

unambiguous, and the standards for obtaining consent, often varying, must 

https://iapp.org/resources/article/infographic-global-data-transfer-contracts/


be met across all relevant jurisdictions. Under GDPR, user consent may be 
used as a mechanism for transfer only in cases where an adequacy decision 

or appropriate safeguards, such as SCCs or BCRs, are not eligible.  

The lack of a global framework for the certification of adequate data protection 
can make it challenging for organizations to navigate the complex landscape 

of data protection regulations. However, by following established rules and 
regulations within each jurisdiction and implementing appropriate 
mechanisms for cross-border data transfers, organizations can help to ensure 

that data is transferred in compliance with applicable laws and regulations.  

 

What Governments are Doing:  

Several governments are taking action to tackle the issue of cross-border data 
transfer. They are working together to collectively foster a conducive 

environment for lawful cross-border data transfers while ensuring the 
protection of individuals' privacy rights and maintaining data security.  

Here are some recent actions being taken by specific governments to promote 
improved cross-border data flows:  

• The European Union and United States have drafted a new EU-U.S. 
Data Privacy Framework (DPF) [3]: The framework is replacing the 
previous Privacy Shield framework, which was invalidated in 2020 by 

Schrems II. On October 7th, 2022, the White House released an 
executive order to implement the framework and it is anticipated that 
the EC adequacy decision will be adopted in summer 2023. However, 

both the EU parliament and the EU Data Protection Board have 
recommended the EC not adopt the framework until it has been 

amended to fully satisfy the concerns identified by the Schrems II case 
[4]. 

• Under Japanese leadership, G7 governments are working to 

establish the Institutional Arrangement for Partnership (IAP) [5]: 
This partnership intends to fill the gap of an effective and trusted 
international cooperation mechanism to operationalize Data Free Flow 

with Trust (DFFT). It will involve a combination of policy experts, 
universities, organizations, and others working together to plan and 

implement projects which improve cross-border data flows. 
• A Global Cross-Border Privacy Rules (CBPR) forum has been 

established [6]: The Asia-Pacific Economic Cooperation (APEC) member 

economies, including the US, Canada, Japan, Singapore, and others 
have developed a Global CBPR forum with aims to establish an 

international certification system based on the APEC CBPR System and 
related Privacy Recognition for Processors (PRP) Systems. This 
mechanism would be the first of its kind. It is expected that the forum 

will be fully operational in spring 2023. 

https://iapp.org/resources/article/eu-us-data-privacy-framework-guidance-and-resources/
https://www.wsgrdataadvisor.com/2020/07/ecj-invalidates-eu-u-s-privacy-shield-and-upholds-the-standard-contractual-clauses/
https://www.weforum.org/agenda/2023/04/how-and-why-data-must-flow-freely-and-responsibly-across-borders/
https://www.commerce.gov/global-cross-border-privacy-rules-declaration


 

 

 

Q. 5. Analyze the technical implications of complying with California 

Consumer Privacy Act (CCPA) requirements, particularly in terms of data 

access and deletion requests. How can organizations architect their data 

infrastructure to efficiently respond to consumer requests while maintaining 

compliance? 

Ans: 

The California Consumer Privacy Act of 2018 (CCPA) gives consumers more 

control over the personal information that businesses collect about them and 
the CCPA regulations provide guidance on how to implement the law. This 

landmark law secures new privacy rights for California consumers, including:  

• The right to know about the personal information a business collects 
about them and how it is used and shared; 

• The right to delete personal information collected from them (with some 

exceptions); 
• The right to opt-out of the sale or sharing of their personal information; 

and 
• The right to non-discrimination for exercising their CCPA rights.  

In November of 2020, California voters approved Proposition 24, the CPRA, 
which amended the CCPA and added new additional privacy protections that 

began on January 1, 2023. As of January 1, 2023, consumers have new rights 
in addition to those above, such as:  

• The right to correct inaccurate personal information that a business 

has about them; and  
• The right to limit the use and disclosure of sensitive personal 

information collected about them.  

Businesses that are subject to the CCPA have several responsibilities, 

including responding to consumer requests to exercise these rights and giving 
consumers certain notices explaining their privacy practices. The CCPA 

applies to many businesses, including data brokers. 

CPRA amends the CCPA; it does not create a separate, new law. As a result, 
our office typically refers to the law as “CCPA” or “CCPA, as amended.” 

Personal information is information that identifies, relates to, or could 
reasonably be linked with you or your household. For example, it could 

include your name, social security number, email address, records of 
products purchased, internet browsing history, geolocation data, fingerprints, 

http://leginfo.legislature.ca.gov/faces/codes_displayText.xhtml?division=3.&part=4.&lawCode=CIV&title=1.81.5
https://govt.westlaw.com/calregs/Browse/Home/California/CaliforniaCodeofRegulations?guid=I5E53FC80FEDE11ECA3A49C17D1AA5D7C&originationContext=documenttoc&transitionType=Default&contextData=(sc.Default)
https://oag.ca.gov/privacy/ccpa#sectionc
https://oag.ca.gov/privacy/ccpa#sectiond
https://oag.ca.gov/privacy/ccpa#sectionb
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and inferences from other personal information that could create a profile 
about your preferences and characteristics. 

Sensitive personal information is a specific subset of personal information 

that includes certain government identifiers (such as social security 
numbers); an account log-in, financial account, debit card, or credit card 

number with any required security code, password, or credentials allowing 
access to an account; precise geolocation; contents of mail, email, and text 
messages; genetic data; biometric information processed to identify a 

consumer; information concerning a consumer’s health, sex life, or sexual 
orientation; or information about racial or ethnic origin, religious or 
philosophical beliefs, or union membership. Consumers have the right to also 

limit a business’s use and disclosure of their sensitive personal information. 

 

 

 

 

Q. 6. Explain the technical aspects of implementing a robust Access Control 

Mechanism to comply with data protection regulations. Discuss the role of 

authentication, authorization, and auditing in maintaining data security and 

privacy. 

Ans: 

Cyber security is the application of technologies, processes, and controls to 

protect systems, networks, programs, devices and data from cyber 

attacks. It aims to reduce the risk of cyber attacks and protect against the 

unauthorised exploitation of systems, networks, and technologies. 

Access control is the act of maintaining building security by strategically 

controlling who can access your property and when. Access control can be as 

simple as a door with a lock on it or as complex as a video intercom, biometric 

eyeball scanners, and a metal detector. Access control allows you to manage 

who enters your property and at which time they are allowed to do so. 

What are access control models? 

The access control models covered in this post all feature electronic hardware 
that controls access to a property using technology. Models are distinguished 
by the user permissions they allow. 

Some types of access control in security are more strict than others and are 

more suitable for commercial properties and businesses. Other models are 
better suited for buildings that receive a high volume of visitors. Some basic 
access control models are better for buildings with low traffic. 

https://butterflymx.com/blog/biometric-access-control/
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Reminder: While looking elsewhere on the web, you may learn about different 
types of access control models or alternate definitions for the models that we 

list below. This is because there are two categories of access control models: 
models that benefit physical properties and models used to set software 

permissions for accessing digital files. 

While there are some interesting connections to be made here, they actually 
have very little to do with each other. This is especially true when it comes to 
finding the right physical access control system for your property. 

1. Discretionary access control (DAC) 

The discretionary access control model is one of least restrictive access control 

models. It allows for multiple administrators to control access to a property. 
This is especially convenient for residential properties or businesses with 

multiple managers. 

Pro: 

• This model is straightforward to use and makes it easy to assign access 
to users. 

Con: 

• This model can lead to confusion if the multiple administrators don’t 

communicate properly about who does and doesn’t have access. 

  

2. Mandatory access control (MAC) 

Mandatory access control stands as a complete alternative to discretionary 
access control. This access control design is best used for businesses that 
emphasize security and confidentiality. As a result, this model features only 

one system administrator. 

The system administrator cannot be overridden or bypassed, and they 
determine who is granted access to a property. Government facilities primarily 

use mandatory access control models. 

Pro: 

• One system administrator in charge can lead to a more organized 
database of users with access to the property. 

Con: 

• Having one person in charge can lead to a slower approval process when 

somebody new needs access. 

https://butterflymx.com/blog/discretionary-access-control/
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3. Role-based access control (RBAC) 

The role-based model is also known as non-discretionary access control. This 
model assigns every user a specific role that has unique access permissions. 

System administrators have the ability to assign user roles and manage 
access for each role. 

This type of access control model benefits both residential and commercial 

properties. 

For residential properties, residents tend to move in and out of a building 
depending on the terms of their lease. This model makes it easy to give new 
residents access permissions while revoking access for prior tenants. 

For commercial properties, different levels of access can be granted based on 

an employee’s job title. A server room, for example, can be restricted to 
computer engineers. If a computer engineer switches over to a different team, 

their access to the server room can be easily revoked. 

There are only positives with a role-based access control system unless your 
property would benefit from specific criteria that define the other three access 
control models. 

4. Rule-based access control (RuBAC) 

Rule-based access control features an algorithm that changes a user’s access 
permissions based on a number of qualifying factors such as the time of day. 

An example of rule-based access control is adjusting access permissions for 
an amenity such as a pool or gym that’s only open during daylight hours. 

Another example is an office that’s only accessible to certain users during 

business hours. In this scenario, a manager with different permissions can 
still access the office when others can’t. 

Another high-security use for this model is the ability to program a role-based 

access control system to lock down specific areas of a building if there’s a 
security compromise detected at a main entrance. Of course, the specifics of 
this feature vary from system to system. 

Pro: 

• A property can comply with local laws by restricting access to certain 

areas after hours (such as a pool or room with heavy machinery). 

Cons: 

https://butterflymx.com/blog/rbac-vs-abac/
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• RuBAC does not provide access based on a user’s specific role, which 
makes it difficult for employees at a residential or commercial property 

to enter restricted areas after hours. 
• This model can be difficult to set up and program depending on how 

many rooms require time-based access. 

Which is the best access control model? 

While the most useful access control model depends on the type of property 
you oversee, a role-based access control system is likely your best choice. 

User-friendliness and accessibility are key concerns for most people. 

Role-based access control systems are some of the most convenient for both 
property managers and daily users. They benefit both commercial and 

residential properties, which means you can’t go wrong with choosing a 
system that uses this model. 

• Access control systems allow verified users to access a property while 
preventing unauthorized people from entering. 

• Access control models differ based on the user permissions they grant. 
• The five types of access control models are discretionary access control 

(DAC), mandatory access control (MAC), role-based access control 

(RBAC), and rule-based access control (RuBac). 
• RuBAC models are considered the best access control model because of 

their high flexibility for most types of properties. 

 

 

 

Q. 7. How do Distributed Ledger Technologies (DLTs) such as blockchain 

impact compliance with data protection regulations like GDPR and CCPA? 

Discuss the technical challenges and benefits of using blockchain for data 

transparency and security. 

Ans: 

 Blockchain is a type of DLT where transactions are recorded with an 

immutable cryptographic signature called a hash. The transactions are 

then grouped in blocks and each new block includes a hash of the previous 

one, chaining them together, hence why distributed ledgers are often called 

blockchains. 

Distributed ledger technology (DLT) is the technological infrastructure and 

protocols that allow simultaneous access, validation, and record updating 

across a networked database. DLT is the technology blockchains are created 

from, and the infrastructure allows users to view any changes and who made 

https://www.apa.org/monitor/2020/01/cover-trends-designing-technology


them, reduces the need to audit data, ensures data is reliable, and only 

provides access to those that need it. 

• Distributed ledgers are maintained by a network of nodes, each of which 
has a copy of the ledger, validates the information, and helps reach a 

consensus about its accuracy. 
• Distributed ledgers have been around for decades but have become 

more well-known, researched, used, and developed since Bitcoin was 
introduced. 

• Distributed ledgers can be used in nearly every industry where data is 

collected and used. 
• All blockchains are distributed ledgers, but not all distributed ledgers 

are blockchains. 

• Though DLT enhances accountability, security, and accessibility, it is 
still complex, difficult to scale, and not subject to strong regulation. 

DLTs allow information to be stored securely and accurately using 

cryptography. The data can be accessed using "keys" and cryptographic 

signatures. Once the information is stored, it can become an immutable 

database; the rules of the network, written into the coding of the database 

programming, govern the ledger. 

If something is immutable, it is unable to be changed. Distributed ledgers are 

only immutable if they are programmed to be that way. Blockchains are 

always immutable because they are decentralized public ledgers 

Because they are decentralized, private, and encrypted, distributed ledgers 
are less prone to cybercrime, as all the copies stored across the network needs 

to be attacked simultaneously for the attack to be successful. Additionally, 
the peer-to-peer sharing and updating of records make the whole process 

much faster, more effective, and cheaper.  

Every device on a distributed ledger network stores a copy of the ledger. These 
devices are called nodes—a network can have any number of nodes. Any 
changes to the ledger, such as moving data from one block to another, are 

recorded across all nodes. Because each node has a copy of the ledger, each 
one publishes its version with the latest transactions.  

If the network reaches a consensus about the validity of the latest ledger, the 

transactions are finalized, encrypted, and used as a basis for the following 
transactions. This is how blockchains develop—each block contains 
encrypted information about the proceeding block, which makes them 

impossible to change. 

A central facet of DLT is how transactions are "approved". Without a 
universally-agreed system of how items are accepted within the DLT, users of 

the DLT would be unable to universally agree on how items to include and 
what items should be excluded.  

https://www.investopedia.com/financial-edge/0112/3-ways-cyber-crime-impacts-business.aspx


This process of reviewing transactions is called a consensus mechanism, and 
a DLT may leverage any of the following processes. Note that consensus 

mechanisms are constantly evolving, and only several of the more common 
approaches are listed below.  

• Proof of Work (PoW): In PoW, miners compete to solve complex 

mathematical problems to validate transactions and create new blocks. 
This type of consensus mechanism requires computational power, 
making it a less environmentally friendly method. The notion of PoW is 

miners must financially invest and commit resources to approving 
transactions, so they are incentivized to be "good actors". 

• Proof of Stake (PoS): In PoS, validators hold a stake in the network 

and are chosen to validate transactions based on the amount of the 
stake they hold. Seen as a more environmentally-friendly option, PoS is 

at greater risk of a 51% attack (when one party can hold a majority of 
tokens of a network to push through transactions at their will). 

• Delegated Proof of Stake (DPoS): DPoS is a variant of proof of stake 

where the network selects a limited number of validators to validate 
transactions. This variation reduces the computational resources 

required to secure the network. In many ways, a DPoS system is seen 
as a more democratic means of selecting approvers and offers better 
scalability. 

• Byzantine Fault Tolerance (BFT): In BFT, validators agree on a 
consensus value based on a voting system. This mechanism strives to 
avoid the Byzantine Generals Problem which describes a game theory 

problem where decentralized parties must arrive at a consensus by 
leveraging a trusted central party. 

Pros  

• Spreads systematic risk around, minimizing the risk of a single point of 
failure 

• Has greater security due to cryptographic algorithms 
• Allows for transparency and visibility into operations 

• May prove to be more efficient due to smart contract automation 
• Offers individuals with limited access to traditional systems potentially 

greater capabilities 

Cons  

• Is more complex compared to more traditional ledger solutions 
• Often requires higher energy consumption for operation 
• May have difficult scaling as more users/transactions occur 

• Still remains risky due to lack of regulation 
• May prove to be difficult to reverse fraudulent or erroneous activity 

• Challenges of Blockchain Technology 

https://www.investopedia.com/terms/p/proof-work.asp
https://www.investopedia.com/terms/p/proof-stake-pos.asp


1. Scalability - One of the biggest challenges of implementing blockchain 
technology is scalability. Since each block in the chain contains a set 

number of transactions, the size of the chain can quickly become 
unwieldy as the number of transactions increases. This can result in 

slower transaction times and increased costs. 
2. Regulation - Blockchain technology is still relatively new, and 

regulatory frameworks for it are still being developed. This can create 

uncertainty for businesses and make it difficult to navigate the legal 
landscape. 

3. Interoperability - There are currently multiple blockchain platforms 

available, each with its own unique features and capabilities. This can 
create challenges when it comes to interoperability, making it difficult 

for different blockchains to communicate with each other. 
4. Energy Consumption - Blockchain technology requires a significant 

amount of computational power to validate transactions, which can 

result in high energy consumption. This can have a negative impact on 
the environment and create sustainability concerns. 

In conclusion, blockchain technology offers numerous benefits such as 

enhanced security, transparency, efficiency, improved data management, and 
traceability. However, challenges related to scalability, regulatory 
frameworks, and energy consumption need to be addressed for widespread 

adoption. Despite these challenges, blockchain has the potential to 
revolutionize various industries by providing secure and transparent 
solutions that can streamline processes and reduce costs.  

 

 

 

 

Q. 8. Investigate the technical challenges of ensuring the right to be forgotten 

(Data Erasure) under GDPR, especially in complex IT infrastructures and 

cloud environments. What strategies can organizations employ to effectively 

erase personal data from distributed systems? 

Ans: 

The new General Data Protection Regulation (GDPR) came into force on 25 

May 2018, replacing the existing data protection framework. Ireland’s Data 
Protection Commissioner, Helen Dixon, has publicly stated that GDPR 
improves the rights for data subjects by awarding them control over their 

Personally Identifiable Information (PII) [1]. This new regulation also imposes 
strict obligations for data controllers and data processors, who subsequently 

may incur significant fines of up to EUR 20 million if they cannot demonstrate 
compliance. In recent years, many small organisations have become 
dependent on a hybrid cloud environment that they haphazardly implemented 

as a solution to meet their business needs. Based on the popularity and wide-

https://www.mdpi.com/2413-4155/3/1/3#B1-sci-03-00003


spread adoption of these solutions, the hybrid cloud market is expected to 
increase [2]. No two hybrid clouds are alike, and few standards exist thus 

presenting even further challenges. Introduction of the new GDPR Article 17 
legislation which awards individuals the right to request the removal of their 

data from third party systems and storage imposes a variety of burdensome 
tasks upon small organisations, requiring them to rethink and modify how 
they manage Personally Identifiable Information (PII). Many organisations are 

only processing and using a fraction of the data they store, and therefore 
clearly do not understand their data [2]. This can be due to sprawling legacy 
systems, siloed databases, and sporadic automation. PII is a very valuable 

commodity for hackers, despite this many small organisations often 
mistakenly believe they have nothing worth stealing or that they are too small 

to gain a hacker’s attention. Consequently, investing in security is a low 
priority, making them easy targets [3]. However, 43 percent of cyber-attacks 
target small business and 55 percent of attacks come from within the 

organisation itself [4]; some of these may be categorised as malicious, but 
many are simply attributed to innocent user mistakes. Therefore, even with 

the best security in place, if privacy policies are not enforced, PII can still be 
accessed. 
Organisations must understand the PII they are responsible for and be able 

to identify and locate all PII when the contractual agreement that allows them 
to possess and process the data is to expire. This is inclusive of all PII retained 
for a data subject when a valid request to erase the data has been received, 

so they can review and delete the same, without undue delay. PII is not 
necessarily just stored in databases, it may be retained in various formats, in 

a variety of internal and external locations throughout an organisation’s 
infrastructure. The complexity of the hybrid cloud environment also makes 
the implementation of security more difficult, as there is now more than one 

environment to secure. Under the GDPR’s Article 17, organisations must be 
capable of demonstrating that they have taken reasonable measures to be 
compliant with the Right to Erasure legislation. With the introduction of 

Article 17, Right to Erasure (“Right to Be Forgotten”), it is crucial that 
organisations understand their PII. Right to Erasure (“Right to Be Forgotten”) 

enhances the rights of data subjects, so it is vital an organisation can identify 
and locate PII, both for a data subject where a valid request has been received, 
and for PII where the contract has expired as this PII must be erased. If either 

of these are not carried out, without undue delay, the organisation may face 
significant fines, not only payable to the supervisory authority, but also 

payable to the data subjects that were put at risk, who may or may not be 
existing clients. Even organisations that already use industry standard best 
practices like ISO/IEC 27001, ISO/IEC 27,002, ISO/IEC 17,788, ISO/IEC 

17,789, PCI DSS, OWASP, COBIT, ITIL will also need to do a complete review 
of their data processing as GDPR has broadened the scope of PII, so they must 
ensure that they are still fully compliant. There are a variety tools available to 

identify and locate PII, with most involving a centralised visual management 
point. These tools, however, may not be feasible for a small organisation, as, 

on top of the cost, they most likely would also involve a major overhaul to the 
structure of the organisation. Whilst it may not be possible to locate all PII all 
the time, it is imperative that an organisation can demonstrate that it has 
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taken reasonable measures to be Right to Erasure (“Right to Be Forgotten”) 
compliant and therefore avoid penalties. Compliance must come from the top 

and it is recommended that organisational policies are put in place to cater 
for the privacy of PII and anomalies like hard copies and data stored on 

removable devices, phones, etc. Bearing in mind even if a Payment Card 
Industry Data Security Standard (PCI DSS) framework, and an International 
Organisation for Standardization (ISO) 27001 Information Security 

Management System (ISMS), has been properly implemented, whilst this can 
offer a good starting point for organisations in becoming GDPR, Right to 
Erasure (“Right to Be Forgotten”) compliant, mistakes can, however, occur if 

privacy policies and procedures are not enforced. 
This research offers insight into the challenges a small organisation may face 

when trying to identify and locate PII within a hybrid cloud, as it is not just 
one environment; they are dealing with separate entities. We test how best to 
identify, locate and report PII stored in a variety of data formats and locations 

within an experimental hybrid cloud environment for a small organisation, 
and investigate the challenges, with a view to proposing a set of practical 

guidelines a small organisation can use to demonstrate reasonable measures 
were taken for Right to Erasure (“Right to Be Forgotten”) compliancy. We focus 
on small organisations using a hybrid cloud infrastructure, who have little 

understanding if any, of what constitutes PII and where this PII is stored. As 
many small organisations do not have the resources and technical expertise 
required to identify and locate this data, this highlights the question of the 

challenges a small organisation may face while implementing the GDPR 
Article 17 “Right to Erasure” within a hybrid cloud storage environment. We 

demonstrate that if simple guidelines and recommendations are adhered to, 
compliance with the GDPR Article 17 “Right to Erasure” is achievable in a 
hybrid cloud environment. The objective is to propose a set of practical 

guidelines that a small organisation utilizing a hybrid cloud environment can 
use to demonstrate that reasonable measures were taken to become Right to 
Erasure (“Right to be Forgotten”) compliant and demonstrate that it is able to 

identify, locate and report the location of PII for a specific data subject upon 
receiving a valid request and where the contractual date is due to expire. 

 

 Cloud computing hosts and delivers various services over the Internet 

to store, manage and process data [29]. It has had a remarkable effect on 

Information Technology as cloud providers like Google, Amazon and Microsoft 

compete to make their cloud platforms the most powerful, cost effective and 

reliable. This in turn enables organisations to improve their business models, 

and they no longer must plan for provisioning as resources are allocated 

according to the level of demand. One important aspect of the cloud is that 

cost is normally in proportion to demand, which can be influenced by 

performance requirements. Resources must be allocated efficiently to ensure 

effective planning of costs and resources for both the client and the service 

provider [29]. Cloud service providers aim to offer methods to allocate or 

deallocate resources on demand to meet the service levels in the contract, or 

Service Level Agreement (SLA). Cloud computing has four deployment models 
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[27]. A deployment model defines the purpose of the cloud and the nature of 

how the cloud is located. “The NIST Definition of Cloud Computing” classified 

cloud computing into four cloud types (public, private, community, and 

hybrid), and also classified cloud computing into the three SPI service 

models—SaaS, IaaS, and PaaS [29]. In Infrastructure as a Service (IaaS), 

clients can provision virtual machines, virtual storage, virtual infrastructure, 

etc. The service provider is responsible for the management of all the 

infrastructure, whilst the client is responsible for all the other aspects of 

deployment including operating system, applications, user access. In Platform 

as a Service (PaaS), clients can provision virtual machines, operating systems, 

applications, services, deployment frameworks, transactions and control 

structures. Clients can also deploy their own applications on the cloud 

infrastructure or use applications and tools supported by the service provider. 

The service provider is responsible for the management of the cloud 

infrastructure, the operating systems, and the enabling software, whilst the 

client is responsible for installation and management of the application they 

deployed. Software as a Service (SaaS) is a complete operating environment 

with applications, management, and the user interface. An application is 

provided to the client through a thin client interface (a browser, usually). The 

service provider is responsible for everything, from the application down to 

the infrastructure, whilst the client’s responsibility starts and ends with 

entering and managing its data and user interaction. SaaS is on demand 

software which is charged on a pay per use basis. 

Hybrid Clouds 

A hybrid cloud is a cloud computing infrastructure integrating multiple 

different cloud models (public, private or community), each retaining their 

unique characteristics, but are bound together as one unit. It offers 

standardised or proprietary access to data and applications and application 

portability. This concept also entitled as cloud bursting according to [26]. With 

this model, an organization utilises their own computing infrastructure to 

handle their normal requirements, but any spike in requirements that occurs 

will be handled by public cloud services. There are many issues like cloud 

inter-operability and standardization in hybrid cloud computing model. 

Critical activities can be performed within the private cloud and the non-

critical activities performed within public cloud, according to [29]. Advantages 

include scalability of an on-demand, externally provisioned cloud whilst also 

availing of increased security, privacy and auditability. It provides a variety of 

options that can be utilised via public or private clouds, whereby an 

organisation can select the most cost-effective delivery method for agile 

business requirements whilst staying within strict security and service level 

agreements. Disadvantages are that applications are spread across different 

environments adding complexity and the need to increase management and 

monitoring within the environment. It is best suited to organisations that need 

support for non-critical applications, great scalability, flexibility and optimal 

service levels together with the need for new agile environments requiring new 
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services to be available immediately. The hybrid is ideal for an organisation 

utilizing private cloud that incurs peaks in demand requiring resource 

elasticity, but the cost of permanently having the benefit of resource elasticity 

far outweighs the access costs of on-demand. A hybrid cloud enables the 

small organisation to take advantage of the benefits of public cloud, where 

they can keep PII in a private cloud, giving them the option of moving to the 

cloud gradually, if they so choose. A key issue with hybrid cloud is that many 

organisations have haphazardly moved into it rather than having chosen a 

hybrid strategy. 

Many of the key benefits of hybrid is that with public cloud you obtain 

hardware, networking, storage, service and interfaces owned and operated by 

a third party for use by other organisations or individuals. Whilst there are a 

variety of public cloud service providers available, Amazon Web Services 

(AWS) was selected for this test scenario as it provides Free Tier, it practices 

ISO 27k industry standards and PCI DSS best practices, and is the most 

popular. Having the private cloud, whilst like public cloud, in that you obtain 

hardware, networking storage, service and interfaces, is however, ultimately 

owned and operated by the organisation. This private cloud will be secured to 

the on-premise environment. Many organisations chose hybrid as the total 

cost of ownership (TCO) with cloud solutions is far lower than ongoing costs 

of maintaining on-premise hardware. However, there are organisations 

already using public cloud yet are looking to private cloud solutions to reduce 

costs, particularly with high volumes of data as this requires more storage 

and network charges. So, it is about finding the right mix of public and private 

cloud solutions to gain cost savings. The hybrid cloud allows organisations to 

build redundancy into their IT architecture giving them extra security in the 

event of Disaster Recovery (DR). It also provides scalability if they need to 

scale up or down depending on spikes and troughs. Databases in the hybrid 

cloud are handy for new applications when you are not sure how successful 

they will be in the marketplace. Many organisations may want to sell the 

application fast and cheap; therefore, using public cloud resources for new 

untested applications before through the capital expenditures associate with 

launching in a private cloud. A hybrid cloud is beneficial for cloud bursting, 

so workloads can spill over to another cloud to meet capacity demands. 

Providing a high available geo-redundant setup using private cloud can be 

expensive to build. Many organisations cannot justify such expenses yet 

without one the organisation is vulnerable. 

A hybrid cloud infrastructure comprises of two or more different cloud 

infrastructures, private, community, and/or public, that remain exclusive 

entities, but are bound together by standardised or proprietary technology 

that enables data and application portability (e.g., cloud bursting for load 

balancing between clouds) [30]. The ISO/27k family of standards aim to help 

organizations, regardless of size, secure their information. These standards 

provide requirements for an information security management system (ISMS). 
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The ISMS is management framework enables organisations to identify, 

analyse and address information risks. It ensures security arrangements are 

perfected to keep pace with the ever-changing security threats, vulnerabilities 

and business impacts which is crucial part in such a dynamic field. ISO27k’s 

flexible risk-driven approach is advantageous compared to PCI-DSS. 

 

 

Q. 9. Describe the technical measures for ensuring the security of IoT (Internet 

of Things) devices and compliance with privacy regulations. Discuss the role 

of device authentication, encryption, and secure firmware updates in 

maintaining data privacy. 

Ans: 

Internet of Things (IoT) devices, computing devices that send and receive 

information via the Internet and that run very specific applications, can be 
anything from smart thermostats to smart TVs. The main advantage of IoT 

devices is their constant connectivity, which allows users to access 
information and control the devices remotely at any time. 

Although many individuals and organizations are adopting IoT devices in 
increasing numbers, not everyone has adequately secured those devices. 

Some users leave default credentials on their devices, which leaves them wide 
open for attack, and others do not monitor their devices or networks, which 

could allow attackers to move about undetected. Learn more about how to 
secure IoT devices, including 5 key best practices below. 

Introduction to IoT device security 

Remote access and interconnectivity make life easier for users; unfortunately, 
it also creates opportunities for bad actors who are looking to steal your 
private data. Properly securing IoT and IIoT devices from cyber threats and 
attacks is very important for protecting yourself from data theft, network 

compromise, and financial loss. Although IoT devices are convenient because 
they are interconnected devices on local networks, using them can be risky, 

especially if you aren’t following all recommended security practices.  

A few of the potential vulnerabilities associated with IoT devices include 
weaknesses from inconsistent patches and updates, weak or default 
credentials, and poorly secured networks. Many IoT device owners set up their 

devices and then forget about them, frequently keeping the default username 
and password (which can easily be found on the dark web) and neglecting to 

take security precautions. This makes your IT environment vulnerable to 
attacks. To mitigate these risks, consulting with top US Pentest Companies 
can provide comprehensive security assessments and recommendations for 

safeguarding your IoT ecosystem. 
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https://www.getastra.com/blog/security-audit/penetration-testing-providers/


5 best practices for securing IoT devices 

To reduce your risk of attack, follow these five steps and best practices for IoT 
device security: 

1) Use strong passwords and authentication 

Changing the default credentials is the most important first step to securing 
your devices. However, if you change the password to something simple and 

easy, you haven’t done yourself much good. Instead, be sure to use unique 
and strong passwords for IoT devices. Avoid reusing passwords across 
devices, and be sure that any password storage solution that you use is 

encrypted and secure. Additionally, consider implementing multi-factor 
authentication (MFA) for enhanced security where possible. Never respond to 

MFA requests that you did not initiate.  

2) Carefully manage device inventory 

Device discovery and inventory will also improve your security. Knowing all 
connected IoT devices on the network means you are able to secure all 
connected devices (this is a tricky thing to accomplish if you don’t have a way 

to identify every device that you need to secure). Any unsecured device is a 
potential attack vector, so it’s important to use best security practices on 

every device connected to your network. 

Although many people struggle to manage a large number of IoT devices in 
their environments, you can stay a step ahead of attackers by employing 
automated tools for device discovery and maintaining an inventory with a 

device management system. NinjaOne offers a network monitoring solution 
that will track and monitor all IoT devices, as well as other networking 
equipment like routers and switches.   

3) Isolate IoT devices from critical systems and data 

Network segmentation divides a network into smaller networks to better 
manage traffic or to improve security. For IoT device security, network 
segmentation contributes by isolating IoT devices from critical systems and 

data. Essentially, it’s insulation that keeps your information from leaking and 
prevents attackers from accessing all of your devices, so even if attackers 
infiltrate your network, they are limited to that subnet rather than allowed 

access to the whole. 

Having subnets also gives you more control and monitoring ability. You can 
more easily identify who is accessing your network and isolate the new device 

or user. It’s a good idea to follow zero-trust protocols in network segmentation, 
meaning that all new devices are immediately quarantined and cannot 
connect to others until after review. Finally, you can use your subnets to limit 

IoT device access to the Internet and reduce or eliminate outgoing traffic.  

https://www.ninjaone.com/blog/what-is-iot-device-management/
https://www.ninjaone.com/endpoint-management/network-management/
https://www.ninjaone.com/blog/network-segmentation-definition-and-benefits/
https://www.ninjaone.com/blog/what-is-zero-trust-architecture-the-top-it-security-model-explained/


4) Regularly patch and update IoT devices 

It’s important for IT professionals to recognize the role of regular patching and 
updates in IoT security. Like any other devices, IoT devices use software to 

complete their various functions, and that software needs to be regularly 
updated to prevent attackers from exploiting known vulnerabilities. Many of 

the applications that are available are built on open-source software, which 
means that attackers could be studying how to infiltrate your network long 
before they actually make the attempt. So, if there are any known 

vulnerabilities, it’s a good idea to patch them as soon as possible, especially 
those labeled critical or high-risk.  

Establishing an efficient patch management process for IoT devices is also 

important. It can be challenging to keep up with all of the necessary updates 
for every IoT device that connects to your network, so implementing a Remote 
Management and Monitoring (RMM) solution that can facilitate your efforts 

may be useful. RMM solutions enable you to schedule updates and patches 
and will push them out to all relevant devices automatically, reducing your 
workload and allowing your team to vastly improve its efficiency. It also 

improves the overall speed of addressing vulnerabilities, which means you will 
be able to patch more of them than you would if you were patching manually.  

5) Eliminate unused IoT devices 

If you don’t use one of your IoT devices, don’t be tempted to leave it in your 

environment. Any device that is still connected but not maintained poses a 
potential security risk. You likely won’t be monitoring or patching a device 
you aren’t thinking about, which means that any attackers who attempt to 

access it may have a relatively easy time exploiting it. To protect your other 
devices, eliminate these extraneous potential attack vectors.  

Implementing IoT device security best practices 

There are some basic steps that you should take in order to implement these 
best practices. Utilize encryption methods like AES or DES to secure data 
transmitted by IoT devices. Implement data protection strategies, including 

antivirus, automated monitoring, data visibility solutions, and strong 
passwords with multi-factor authentication to safeguard sensitive 

information. 

Simple Network Management Protocol (SNMP) monitoring and management 
is a useful tool for keeping your IoT devices secure. SNMP is a protocol that 
collects information and manages devices on a network so that they are 

secured against unauthorized access. To efficiently manage your network with 
SNMP, however, monitoring and management tools or solutions are 

recommended.  

SNMP solutions provide a central platform for monitoring all of your network-
connected devices, allowing you to monitor traffic, access, and activity. You 

https://www.ninjaone.com/rmm/
https://www.ninjaone.com/rmm/
https://www.ninjaone.com/endpoint-management/network-management/#snmp-monitoring


can also keep an eye on hardware performance and set up customized alerts 
to inform you of unusual activity. Additionally, a high-quality SNMP solution 

like NinjaOne can also discover new devices and categorize them based on 
authentication credentials.  

Stay proactive with IoT security 

Keeping your IoT devices secure is a tall order, but by following the five best 
security practices, you can improve your odds of success. Be sure to use 
strong passwords, multi-factor authentication, and encryption for your 

devices and applications. Manage both active and inactive devices, being sure 
to always patch the ones you’re using and disconnect the ones you aren’t. 
Finally, segment your network to minimize the interconnectivity of your entire 

environment. An isolated device is a less dangerous device. 

Staying proactive and vigilant is imperative for strong IoT security. Any 
preventative measures that you take will be far more valuable to your 

organization’s integrity and ability to overcome attacker intrusions than post-
disaster recovery efforts. Implementing SNMP solutions to monitor your 
network and alert you to potential problems can help you stay secure, 

especially if they are part of a broader management and monitoring strategy 
with remote patching capabilities and device management. With NinjaOne’s 

SNMP monitoring and management solution, you have the ability to manage 
and track any SNMP-enabled IoT device. Start your free trial of NinjaOne to 
see just how quick and easy IoT device management can be 

 

 

 

Q. 10. Discuss the technical intricacies of complying with e-commerce 

regulations, such as the Electronic Commerce Directive in the European 

Union. How can online businesses ensure compliance with data protection 

and consumer rights while providing a seamless user experience? 

 

Ans: 

The e-Commerce Directive 

The Directive establishes harmonised rules on issues such as: 

• transparency and information requirements for online service 
providers; 

• commercial communications; 
• electronic contracts and limitations of liability of intermediary service 

providers. 

https://www.ninjaone.com/
https://www.ninjaone.com/endpoint-management/network-management/
https://www.ninjaone.com/endpoint-management/network-management/
https://www.ninjaone.com/freetrialform/


It also enhances administrative cooperation between the Member States, and 
the role of self-regulation. 

Basic rules for e-Commerce 

The Directive sets out basic requirements on mandatory consumer 

information, steps to follow in online contracting and rules on commercial 
communications. This covers online advertisements, unsolicited commercial 

communications and more. 

The internal market clause 

The internal market clause is a key principle of the e-Commerce Directive. It 
ensures that providers of online services are subject to the law of the Member 
State in which they are established and not the law of the Member States 

where the service is accessible. 

Liability of intermediaries 

The Directive exempts intermediaries from liability for the content they 
manage if they fulfil certain conditions. Service providers hosting illegal need 

to remove it or disable access to it as fast as possible once they are aware of 
the illegal nature it. The liability exemption only covers services who play a 

neutral, merely technical and passive role towards the hosted content. 

Member States cannot force any general content monitoring obligation on 
intermediaries. 

Services covered by the Directive 

The EU is focused on defining an appropriate e-commerce framework and 
preventing unfair discrimination against consumers and businesses who 
access content or buy goods and services online within the EU. 

Examples of services covered by the Directive include: 

• online information services 

• online selling of products and services 
• online advertising 
• professional services 

• entertainment services and basic intermediary 
services, including services provided free of charge to the recipient, 
such as those funded by advertising 

The Digital Services Act 

The Digital Services Act (DSA), proposed by the Commission, builds on the e-
Commerce Directive to address new challenges online. 

https://digital-strategy.ec.europa.eu/en/policies/digital-services-act-package


While the e-Commerce Directive remains the cornerstone of digital regulation, 
much has changed since its adoption 20 years ago. The DSA will address 

these changes and the challenges that have come with them, particularly in 
relation to online intermediaries. 

Public consultations 

The Commission works with consumers, public authorities, non-
governmental organisations (NGOs), small and medium-sized enterprises 
(SMEs) and other interested stakeholders to shape the digital world. 

The Commission launched two public consultations 5 as part of the review of 

the e-Commerce Directive: 

• Public consultation on the regulatory environment for platforms, online 
intermediaries, data and cloud computing and the collaborative 

economy 
• Public consultation on Geo-Blocking and Other geographically based 

restrictions when shopping and accessing information in the EU 

The Commission assessed whether EU rules on e-commerce framework are 

still up to date, and whether they have helped European citizens and 
businesses when buying goods and services online. 

Expert group 

The objectives of the expert group are: 

• to enhance and facilitate administrative co-operation between Member 
States, and Member States and the Commission 

• to discuss problems in the application of the Directive 

• to discuss emerging issues in the area of e-commerce. 
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