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1. Create EC2

1. Login to AWS
2. Select Services  EC2

3. Click on Instances (running)



4. Click on Launch Instance

5. Name the instance

6. Select Amazon Linux and keep everything as default



 
 
 
 



 

 



Click on Launch Instance 

 
7. Launching instance 

 
 
 
 
 
 
 
 
 
 



8. Instance created successfully 

 
 
9. Instance created with name AWS-Madhav 
 

 
 



 
 
10. Connecting to the instance using SSH Client 
 

 



 

 
 

 
 
11. Successfully able to connect to the instance using SSH using the key 

 

 

 



2. Create Elastic Block Store 
1. Go to Volumes under Elastic Block Store, you can find the volume with size 8 GB 
for the already created Instance(AWS-Madhav) 
2. Click on Create Volume 

 

3. Choose 1GB as the storage size and keep everything default and click on Create 
Volume. 

 

 

 



 

4. Successfully created the Volume with 1 GB of space. 

 

5. Select the created volume, select Actions, and choose Attach Volume 

 



 

6. Select the instance where you want to attach the volume and check the volume 
is attached. 

 

7. Confirmation on the volume is attached successfully 

 



3. Snapshot screenshot creation 
 

1. Go to Elastic Block Store, select Snapshots, click on Create Snapshot 

 
2. Select Instance, choose the instance ID from the drop down. Click on Create 
Snapshot 

 
3. You can see the snapshot is created for the created instance. 

 
 
 



4. Create AMI 
 

1. Right-click the instance you want to use as the basis for your AMI and 
select Image and Templates and choose Create Image from the context menu. 

 

2. In the Create Image dialog box, type a unique name and description, and then 
choose Create Image. 

 



3. Under Images, AMIs you will find the created AMI 

 
 

5. Load Balancer Creation 
1. To create Application load balancer, we need at least 2 EC2 machines 
2. Created AWSMadhav and AWSMaroju – EC2 machines 

 
 

 
 



 
3. Successfully installed Apache and PHP in the ubuntu machine, both Apache and PHP 
are working as expected. 
 

 

 
 



 

 
4. Create an image from the existing instance which consists of both Apache and PHP 
version. 

 
5. Add the image name and description (AWS-Maroju-APACHE-PHP) and click on 
create image 



 
6. Go to AMIs and check the image created with the name (AWS-Madhav-APACHE-
PHP) 

 
 
6. Right click on the AMI and select Launch Instance from AMI 
 



  
 
7. Choose the name ‘AWS-Maroju-Instance-Apache-php’ and select MY AMIs and 
choose the created AMI and set everything as default and click on Launch Instance. 
 

 



 
 
Successfully able to connect to the created instance 



 
 
Navigate to Load Balancing, Load Balancers 
 

 
4. Click on Create Load Balancer, select load balancer type as Application Load 
Balancer 



 
 



 



 

 
 
 



 

 



  
 

 



 
 

 
 

 
 



 

 
 

 
 

 
 
 



 
 
 

6. Create VPC 
1. Log into AWS console 
2. Search for VPC, and select VPC 

 
3. Under ‘Virtual Private Cloud’, select Your VPCs and click on ‘Create VPC’ 



 
4. Give name as ‘My-VPC-Madhav’ with IP range 192.168.0.0/16 and keep everything as default 
and click on Create VPC 



 
 

 
5. Go to Your VPCs and check for the newly created VPC 



 
 
6. Click on Internet gateways, under Virtual private cloud and click on Create Internet gateways 

 
7. Give name as ‘My-Madhav-InternetGateway’, click on Create internet gateway 
 



 
 
Internet gateway is created 

 
 



 
 
8. Create 4 Subnets of which 2 Subnets are public subnets and 2 subnets are 
private subnets 
9. Click on Subnets, under Virtual Private cloud and select Create Subnet 

 
Attach the Subnet to the existing VPC (My-VPC-Madhav) 

 
And create my-private-subnet1 with IP range as 192.168.0.0/24 and click on create 
subnet 



 
10. Repeat the same process to create my-private-subnet2, my-public-subnet1, my-
public-subnet2 with IP range as – 192.168.1.0/24, 192.168.2.0/24, 192.168.3.0/24 

 
 
11. Create 2 route tables – One public route table and one private router table  
12. Click on Route tables under Virtual Private Cloud, click on create route table 



 
13.  Create my-public-routertable-1 and attach it to the existing VPC 

 
 
14. Create my-private-routetable-1 and attach it to the existing VPC 

 
 
2 route tables – one private and one public route table is created 



 
15. Associate public subnets to my-public-routetable1 and Associate private subnets 
to my-private-routetable1 
16. Go to Subnets, select my-public-subnet1, and Edit route table association 

 

 

17. Select my-public-routetable1 from the drop down and click on save 



 

 

 
18. Similarly perform the same activity for the remaining association and you can see 
the below screenshot with all the associations 

 
19. Connect the public route table to internet gateway  
20. Go to Route tables, select my-public-routetable1 and click on Edit Routes and 
add 0.0.0.0/0 associated with Internet Gateway (My-Madhav-InternetGateway)  



 
21. Click on Save changes, now you will see the route is associated with Internet 
gateway  

 
 
22. Create two instances one in Public Subnet1 and other machine in Private 
subnet1 
23. Search for EC2 and select EC2 and select Launch Instance  

 
24. During the EC2 instance creation, change the settings under Network Settings 
a. VPC –> My-VPC-Madhav 
b. Subnet as  my-public-subnet1(192.168.2.0/24) 
c. Create a security Group as  Public-Subnet-Secgroup1 with SSH and anywhere 
is enabled 
d. Click on Launch Instance 



25. EC2 instance is created in the public subnet 

 
26. Similarly create EC2 in private subnet 1 

 
 
25. Connect to public subnet EC2 machine. Connected successfully 

 



26. Connect to Private subnet EC2 machine, which will not connect 

 

 

27. Able to ping private IP address 192.168.0.102 from Public Subnet machine 

 



 
28. Was able to ping but SSH doesn’t work, so copied the AWSMADHAV.pem 

key to public EC2 machine and SSH works using the private IP address 
 

 
29. Internet works on the public subnet EC2 machine and not Private Subnet EC2 

machine because the private subnet EC2 is not connected to the internet. 
 



 
 

30. To connect internet on Private Subnet EC2 machine, create a NAT Gateway 
31. Create Nat Gateway from VPC console, click on NAT Gateway and Create 

NAT Gateway 

 



32. Give name as – my-nat-gatway and select my-private-subnet1 and allocate 
the elastic IP, as we are trying to connect to the internet from the private 
subnetEC2 machine via nat gateway 

 
 

33. NAT Gateway is created 



 
34. Go to Route Table, and edit the private-routetable1 and add NAT Gateway 

 
 

35. Connect private subnet EC2 machine from the Public Subnet EC2 machine 
and then ping google.com which should work now 

 
 



7. VPC Peering 

 

 
1. To create a VPC peering connection with VPCs in the same account and 

Region 
2. Created “VPC A" with 3 subnets (10.100.0.0/16) 

 
a. Two subnets in public (10.100.0.0/24) & (10.100.2.0/24) 

 
b. One subnet in Private (10.100.1.0/24) 



 
c. Create a EC2 machine in each subnet 

 
d. Create two route tables VPC-A-PRIVRT and VPC-A-PUBRT 

i. Connect 2 Public EC2 machines to Public route table  VPC-A-
PUBRT 

 
ii. Connect 1 Private EC2 machine to Private route table  VPC-

A-PRIVRT 

 
e. Attach Internet Gateway for VPC-A 



 
3. Create a "VPC B" with 1 subnet (10.200.0.0/16) 

 
a. Create one private subnet (10.200.1.0/24) 

 
b. create one EC2 instance in private subnet 

 
c. Create one route table VPC-B-PRIVRT 

 
d. Connect the EC2 machine to Route table 



 
4. Check connectivity 

a. Connect to VPCA-PUB-SUB-EC2-A machine 

 
 
Successfully established connection 

 



b. Now try connecting to VPCA-PUB-SUB-EC2-A EC2 machine, which 
will fail because of non-availability of the key 

c. Transfer the key to the EC2 machine with the command  
i. SCP -i .\AWS-Hyderabad.pem -r .\AWS-Hyderabad.pem ec2-

user@18.60.157.83:/home/ec2-user 

 
ii. Once the key is transferred check the SSH connection, as you 

can see 10.100.0.122 is VPCA-PUB-SUB-EC2-A machine and 
10.100.1.242 is VPCA-PRIV-SUB-EC2-A machine which is 
successful 

 
iii. Now try to SSH to 10.200.1.85 which is a VPCB-PRIV-SUB-

EC2-A machine from 10.100.1.242 which is VPCA-PRIV-SUB-
EC2-A machine 

 
As this doesn’t work because there is connectivity from VPC-A 
to VPC-B, so we need to create a VPC peering 

5. Setup VPC peering  

 

 



 
6. Choose Create peering connection. 

 
7. Create VPC peering between VPC-A and VPC-B and associate the requester 

and Acceptor VPC 

 
8. Once this is done, we need to also establish the routing between VPC-A 

PRIVSUBNT-EC2-B machine and VPC-B PRIVSUBNT-EC2-A 



 
 

 
 

9. Once this is done, to perform SSH connection we need to transfer the key 
from VPCA-PUB-SUB-EC2-A to VPCA-PRIV-SUB-EC2-A machine. 

10. The SSH connection is established now. Now we can establish the 
connection from VPC-B-PRIV-SUBNT-EC2A to VPCA-PRIV-SUBNT-EC2B 
machine successfully. 
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